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ABSTRACT

N Thls report discusses methods of using heuristically derived
representations of uncertainty to Improve the performance of military
command and control systems. Two algorithms are derived to permit system
operators to define and evolve non-parametric probability density functions.
These algorithms have been Instrumented on an iInteractive computer-graphlcs
system. This preliminary effort Is posed as an Initial step of a more

extended research and development program.;\\
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1.0 INTRODUCTION

This report documents the results of a preliminary investigation of
new post-detection target processing techniques applicable to command and
contro! functions of swimmer defense systems (SDS). New interactive algorithms
and computational techniques that come under the overall heading of heuristic
information processing (HIP} were developed during the investigation. The
algorithms developed can be used for estimating and predicting target location.
They will ultimately comprise a technique which allows the system operator to
generate his own target motion analysis solution or modify/edit the machine-
derived solution. The output of these algorithms are generalized or non-
parametric probability density functions (NPPDF's) which represent the target's
location uncertainty. These POF's are machine-usable and would serve as inputs
to the succeeding phases of $DS functions such as the optimal allocation of
sensor resources or computing a countermeasure tactic for the neutralization

subsystenm,

The rewainder of Section | discusses sowe background material relevant
to the investigation and formalizes the statement of the research problem.
Section 2 presents a quick overvicw of the potential of heuristic information
processing applied to swimner defense and other command and control systems.
fn Section 3 we describe the interactive NPFDF algorithms instrumented for
this project. The description of the interactive software is found In Section
. Sections 5 and 6 discuss the results of a cursory enginecering evaluation
of these algorithms and includes some conclusions and recommendations for
further study. The Appendices contain the program listings and techaical
materials which augment the prescntation of the atgorithms developed. Appendix
D contains a summary description of an important experiment in heuristic infor-
mation processing performed at 18C as part of the $S2705 program to develop a

defense against combat swimmars.
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1.1 BACKGROUND

It is generally understood that the search and detection phases of

. X ki

the SDS mission are intrinsically probabilistic in nature. However, it is

important to also understand that the post-detection phase of swinmer neutcali-

[
" '

zation must use a probabilistic description of the problem, This is due to
the fact that the target (threat) is neither perceived by the system as a

L1 Y]
% B

deterministic point whose future actions are accurately known, nor can it be

countered by elements of a neutralization subsystem whose performance is i

completely reliable.

The first post-~detection/classification task to confront the system
is to obtain a usable estimate of target parameters which will (1) confirm
i or establish the contact classification and (2) can be input to the decision
and control algorithms which will, in turn, allow optimal deployment of the ;

neutralization subsystem to counter the threat. The target state estimate

” ———

(TSE) will contain such elements as present location and velocity, probable

objective area, and the most likely path to be taken. 1In addition the TSE i

e

! should provide measures of uncertainty related to each of these parameters
in a form usable by both the operator and computer for decidirg on the next

course of action.

* rmaas

; Obtaining the most accurate TSE requires (a) automatic-sensor-supplied

[}
’

inputs and (b) operator-supplied estimates of the situation which are based

[ on a priori data and the operator'’s view of the current situation. In short,
3
-

TSE generation requires the combination of data inputs which are inherently

incompatible in their dimensions and formats. The correiation of this data

oy

by automatic means is far beyond the capability of foreseeable advances in

e

the field or artificial intelligence. However a significant body of research :
is being done which indicates that the operator can contribute to the solution }

of the problem with the aid of an appropriate man-machine interface (MMI)

design.
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The nature of the resulting TSE obtalined through the appiication
of this emerging technology will most likely be a non-parametric representation
of a dynamic probability density function (PDF) whose future location and
shape can be generated using various types of data supplied by the operator
as the situation develops. Figure | shows a typical display containing both
the original sensor input data from a ficld of fixed sonobuoys, and a possible
modification of a target's PDF. Also shown is an anticipated threat trajectory
along with the expected terminal PDF at some future time as generated by the

operator.

The Neutralization Subsystem (NS) of a modern $DS will most likely
contain both preset and terminally guided deterrents/neutralization means
which are deployed from a central Command and Control Center (CCC). A preset
neutralization device (ND) is defined as hardware which, once launched/
deployed, is no longer under CCC control. A terminally guided ND may, however,
be controlled from the CCC after it is launched/deployed. In cases when the
terminally guided ND is a weapon such as an anti-swimmer wireguided torpedo
or a radio controlled boat dropping explosive charges, effective terminal

control is required for successful system operation.

In Figure 2 we sce a potential application of a heuristically-
derived target PDF, This PDF represents the uncertainty in a target's loca-
tions as a function of time. The problem begins with an initial PDF at the
left hand of the figure and ends with a terminating PDF at the rvight hand of
the figure. The specific problem is to determine the optimum launch time of
a necutralization device which is located as indicated in the figure. 1f the
neutralization subsystem employs a straight-running, acoustic homing weapon
which has a proximity type fuse, then the kill probability is proportional
to the ratio of the shaded arca to the total area of the PDF as indicated in
the figure. |t is seen that if the ncutralization subsystem is constrained
to remain at its current location, then the optimal deployment procedure is

to walt until time T, and then lauch the weapon to achieve the highest kill

3

praobabitity. if, however, the ncutvalization subsystem can be moved during

the countermeasure operation, then an even higher kill probability could be

..3..
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achieved if the system is displaced as shown and the weapon launch is per-

farmed at T6.

1.2 STATEMENT OF THE RESEARCH PROBLEM

The purpose of this work was to develop interactive methods for
allowing a system operator to input data that permits the computer to
generate a dynamic sequence of non-parametric probability density functions
representing the target's motion, These NPPDF's would incorporate the 'best
information' provided objectively by the machine and subjectively by the

system operator.

The data input by the SDS operator are heuristic representations of

current target state uncertainty and the probable future evolution of the

%
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uncertain target states, The algorithms developed should allow the human to
deal in a familiar tactical space through the use of an interactive graphics
device. The graphical representations of uncertainty in tavget location and

metion should be translatable into the probability density function format.

[
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In general these PDF's will be non-parametric, nevertheless the data thus

derived should be machine usable for subsequent SDS functions such as sensor

reallocation and neutralization subsystem control optimization.
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2.0 SDS APPLICATION OF HEURISTIC INFORMATION PROCESSING

This section provides more detailed background information relevant
to the specific tasks performed in this study than was given in Section 1.
Much of the work which has contributed to development of this background
information has been done at ISC in relation to a broader area of combat

systems research than that performed for the SDS.

The following subsections introduce the primary differences between
systems which are restricted to using parametric PDF's and potential future
systems having the capability to incorporate NPPOF's in the decision making
process. Examples in non-SDS areas are included to illustrate the wider use
of this technology. We conclude this section by describing in non-mathematical
terms how NPPDF's are generated and caused to evolve or move in the tactical

time frame,

2.} TAC{CAL DECISION MAKING WITH PARAMETRIC PDF's

The use of deterministic algorithms to process tactically relevant
data often results in unacceptable system performance. Recognition of this
fact has caused the implementation of various forms of probabilistic models
in many fleet systems. The algorithms used to represent uncertain knowledge
require statistical assumptions to be made concerning the nature of the
observed data and the underlying process describing the phenomenon under

observation. These assumptions are seldom realistic.

The processed output of these algorithms represent the uncertainty
in the system solution as a very regularly shaped parameterized distribution,
usually multi-variate Gaussian. Experienced system operators, of course,
realize that these parameterized distributions do not truly represent the
total knowledge available about the problem. In other words, the human
operator knows that the real world is not exactly represented by a combination
of overlapping mounds of circular or elliptical shapes that have to interact
with other distributions perhaps repraesented by rectangular boxes and circles

of thte so called ''cookie cutter' family. Even though this simplistic

.-7..
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representation of uncertainty serves to remind the operator that he is

dealing with probabilistic instcad of deterministic data, the operator is
still forced to perform a parallel sequence of mental computations to correct
the idealized distributions in the syutem.* This mental picture is a complex
formulation of uncertainty which can no longer be accurately represented
parametrically. Also it is not feasible to generate the theoretically obtain-
able composite PDF using automatic means becausc often the operator would

modify the resulting nonparametric PDF with knowledge that does not raside

‘within the system in machine-usable form. Furthermore, ever if we begin with

parameterized representations of tactical uncertainty and wish to proceed on
some optimal couise of action, we find that we are quickly forced to deal with
non-parametric or more generalized representations of probability density

functions.

Therefore the resulting modes of operation of thesc intcractive tac-
tical systems require a larqge measure of operator skill which must be obtained
through (a) long on-the-job experience in developing the modified representa-
tions of tactical knowledge and (b) mentally performing a parallel piocessing
of this knowledge. An analog of this process may be called applicationof modern
"Kentucky Windage' techniques. These pracedures using parametric PDF repre-
sentations are inherently inefficient. Nevertheless they do provide a measur-
able performance increment over systems which do not account for the unreli-

ability of either the Input data or the intermediate system solutions.

2.2 THE NON-PARAMETRIC PROBABILITY DISTRIBUTIONS FUNCTION (NPPDF)

NPPDF's in a tactical system may be generated by the machine auto-
matica!ly, by the system operator, or by the system operator modifying machine
generated PDF's, The most likely method by which NPPDF's will be generated
during operatioral situations is the operator using o graphic input device

supplied as part of the interactive tactical system.

7'cAlso see Section 2.2.1 below.
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We show In Flcure 3 an cxample of how an operator may furnish
information about the locatlon of an object through the generatlon of a
NPPDF. The figure shows a bi=-modal NPPDF comprised of five contours, The
outer contour deslignated CV,0 represents a region in the horizon place in
which the system operator believes that the target is contained with a high
degree of certainty. The next two nested contours labeled C.9 represent
two regions of space wherce he believes the target may be found with proba-
biltity of .9, The final two nested clused contours Yabeled C,5 represent
reglons of the space where the system operator belleves the target may be
found with probabillity 0.5, These contours termed Continuous Subjective
Functions (CSF) or Sketch Models may be gencrated by the system operator
using both quantitative and qualitative Information about an object (target)

whose location is not preclsely kpnown,

CSF's have already demonstrated thelr uthlity in the characterization
of parametric probability density functions, This rescarch performed at
ISC* demonstrates that the human operator Is capable of using (wubjective)
knowledge other than the objective knowledge presented by o set of obseryved
sample points to describe the parametric distribution from which the sample

was drawn.

The extension of the intultively appealing conclusion of this work
is deplcted in Flgure b, Here wie ser three curves schematically representing
the quality of a sclution to a hypothetical tactical problem. The quality
of the solution Is plotted as a function of the amount of data avallable to
the total system - man and machine, Three systom operational modes are
depicted, In the first mode the machine In operoting autmoatically with no
operator assistance. Here the machine reguires o certaln mintmun amount of
objective data prior to being able to generate any type of usable solution,
The sccond mode involves only the op2ator, It is known, of course, that

the human can begln to generate solutions on very little or no objective

Vi o . o .
Sce Appendix D for a more detailed discussion,

-9..
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Flgure 3. Operator Representation of a Hon=Parawelylc 1
' Probability Denuity Function (NPDDF)
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data., From sparse subjective data alone, usable solutions can aften be
obtained. (0ften we term this reult also as "going oft half cocked.") It
Is shown that for estimating parametric distributions from sampled points

the machine operating alone could be outperformed by the human operatar up

R W
to a certain sample size (amount of available data). At that point a per-

formance crossover occurred and the machine performed better.

)

) We point out here that the above rescarch was conducted using only

§ parametric distributions to generate the operator displayed samples, 1t is

" casy to concclive of realistic tactical examples where non=-parametric PDE's

g would occur in which a usable totally automatic solution would be impossible

g for the machine to obtalin.

‘- it is a fundamental hypothesis of the larger avea of rescarch which

: includes the current work that man and machine operating in concert can deliver
% a system performance gain which would make the quality of the man/machine solu-

tion asymptotically approach the machine-alone solution when an infinite amount
of datawas available to the total system. This is (l1lustrated by the topmost T

curve in the figure.

———

In addition to the evamples already discussed In preceding sections

? we examine a further exampic Arawn from a wmine countermeasures (MCHM) misston, %
b Figure 5 shows a horizon plance display of a mincfleld that {s in the process |
H of being cleared. Here the overall problem of the tactical MCM system s Lo ‘
. develop time-optimal mine hunting policies that account for the mine sweeper

kinematic constraints, mine hunting sonar unrctiability, and navigational

Q‘WJ

errors. The mission Is to reduce the threat of the mineticld to a predesig-

PO

nated level. The initial mine hunting tactic will most likely ba developed
using a uniform a priori distribution of the location of the mines In the
minefields, Additional information wiil become available to the system opera-

tor after the operation in the mineficld begins and several mines ave detected,

[ SR Y

localized, and ncutratized. This information would be used to update the mine

hunting tactics In such a way as to most cofficiently use the remaining resources.

“se of Interactive Graphics for Continuous Subjective Judgment," Doctoral
Disscertation by Gary W. lrving, in progress,

..lz-.
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tn this example we have assumed that the system operator knows not
only the location of the neutralized mines but also that the mines were laid
by aircraft. Thisuwmeans that they lic in more or less linecar patterns across

the area to be cleared. {f the minefield is In coastal waters where known

anti-aircraft (AA) weapons and/or land features would preclude the mine

laying airplanes flying certain paths or If other a priori knowledge is known

W wrniory

from radar tracks of how airplanes crossed the mineficld regions, then this

Information could be incorporated by the operator to gencrate NPPOF's desig-

b

nating the probable locations of the undiscovered mines. The second part of
Figure 5 presentsan operator generated NPPDF showing the probable locations

of the undiscovered mines. With this machine-usable information the mine

[ gy

hunting system can now compute optimal search and scan trajectories that enable

the required minefield threat level to be achieved in minimum time.

2.2.1 NPPDF Generation

The fact that today's systems are beginning to incorporate simple

I U

parametric representations of knowledge is due primarily to historical con-
vention and the requirvements of computational case. In order to obtain

implementable mathematical models of uncertainty in the past, the distribu-

: tions had to have analytical simplicity. Today's systems arc thus incor-

!, porating automated tactical decision models based on gaussian and ''cookie- f

- cutter' definitions of obsecrvation and process noise. And as shown by :
numerous simulation studies, these combat systems do perform better than

} their predecessors which were forced to "model the world deterministically.”

For many important command and control systems important guestions still :

remain to be answered. These are:

1. What is the true performance Increment of systems which
parametrically model uncertainty, over systems which have

no explicit analytical models of noisec?

2. To what extent must these system=gencrated outputs be

e Juamnl iy

modified by man before they can be used to obtain an
improvenment in the overall solution to the tactical

problem?

-14-
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The combat system user often modifies the output or implements a

neighboring solution, we feel, because he knows that the machine did not

_...,....u.m
Cokbh Bl i R i A0

have the 'true picture' of the situation. This behavior lends support to

o t cmn + o

the hypotiwesis that in actual operaticnal situations the representation of

— P —

unceicain knowledge is almost always best represented by probability dis-
tributions of irregular shape (i.,e., NPPDF's). Perhaps even a stronger -

‘impetus to study NPPDF's is drawn from the realization that even if the L

L

original PDF's at some point in the combat system were in truth parametric, 1

they would become non-parametric as soon as we began operating with them.

[y

T R

Therefore in obtaining any realistic optimal sequence of decisions we would

be forced to treat NPPDF's in the process of solving the tactical problem.

We illustrate this in Figure 6 by examining the search for a target

o

4 i Aavat

whose location is represented by a stationary bivariate normal distribution.

For simplicity we will assume the sensor is perfectly reliable-- that is, if

A b

| the target actually is in the snesor's observation area, then the sensor will

report its presence with probabiiity equal to1.0. Since the observationareais

'smaller" than the target's PDF, a sequence of observations from a movirg
sensor will generally be required. The figure illustrates the evolution from
a parametric PDF (at time ty) to a clearly non-parametric PDF (at time t3)

as the sensor proceeds with the search. The PDF is represcnted by the

e

0.5 equal likelihood contour which initially (tg) is an ellipse and then

evolves into a bigger ellipse with a slice cut out as the unsuccessful search §

continues.

gy

IRy

It is clear that if at, say tp, the searcher decided to pick
a new sweep course, or commit an additional sensor to the search, then

M. AW

he should do that with regard to the current state of knowledge at t, as

represented by the NPPDF. 1In the same vein any formalized optimal search

algorithm must also have the ability to treat NPPDF's if it seeks to treat

the operational problem realistically.

*

1 e e s s

The 0.5 contour represents the reglon of space under a PDF where the searched
for target is actually located with probability .5. The uniqueness of the
contour for any shape of PDF is obtained by requiring all P-contours to co-
incide with the PDF's equal likelihood contours that satisfy the preceding
definition. (See Section 2.4)
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Another freguently occurring situation where NPPDF's arisce is
illustrated In Figure 7. Here we show the location of a target of interest
as injtialtly estimated by a Kalman filter. However, other a priori knowledge
that was not processed by the filter algorithm (either because it was not
capable of recelving or using the additional inputs) would cause the system

's location. He

user to modify the parametric vepresentation of the target
could do this mentally by identifying arecas under the PDF which have a very

lfow probability of containing the target. Were the systoem user able to supply
the system with this data, the NPPDF shown in the right hand side of the fig-
ure would result, This distribution would now represent a wmore accurate state-
ment of knowledge and, if properly used, would theoretically contribute to
better system performance. This possibility is discussed in the remainder of

Section 2.

in the veal world of tactical systems the situation is somewhat
different from that implied in the preceding paragraph. The system usetr's
problem solving sequence currently employs a less efficient routine that is
forced to rely on a cumbersome synergism between man and the machine. This
situation is illustrated in Figure 8. Part A of the figure indicates a
typlcal information flow that has a combat system processing measured cnviron-
mental input and computing a solution. This solution may be used by the next
system stage (either another problem solving system or a rcsponse system) as
it is; or, as is usually the case, it is displayed to an operator who modifies
the solution and passes it onas indicated by the switch position in the Tigure.
In this way the overall system obtains the benefit of a more accurate repre-
sentation .of knowledge, although the likely result is that the overall
solution suffers. This is so because the operator is forced to intervene in
both the input and processing functions of the machine by modifying the sys-
tem's solution. I1f this is done in a nulti~stage process as shown in Figure
8(B), then a significant difference between the hands-on and hands-off solu-
tions could occur with neither being necessarily the best solution possible.
By "best solution" we mean one where the operator supplics inputs that incor-
porate information from diverse sources (not avallable to even the most
visionary systems of the {oreseeable future), and the machine performs the

data processing functions to generate optimal solutions.
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2.2,2 NPPODF Dynamics

o W e AR L A e i i
v L y PR
okl L sy LBl Lo ats ¢ gl .

l

]‘ There are two ways to examine the future dynamic behavior of NPPDF's.

‘ One way is to define {a) an initial PDF at some time tg and a terminal PDF at

i some time ty, and (b) a nominal path of how the PDF evolved from tg to t;. An

- algorithm using statistical sampling of these terminal NPPDF's can then be
used to generate an intermediate PDF as shown in Figure 9, In such fashion

a number of intermediate PDF's could be generated. Another algorithm described

vy A

below cain be used now to continuously "evolve' each contour segment between

the defined and/or sampled intermediate PDF's.

A se¢cuns mathod of predicting the future behavior of NPPDF's is to
define an original PDF specifying, say, the positional information of a

target and define a derivative diczvibution which characterizes the uncer-

el int

tainty in the knowledge of the target's velocity, This is shown in Figure

10. A new terminal PDF can be genercted at some time in the future by

itz

sampling both the locational and the derivative distributions and applying
the derivative distribution value to the locational sample. The smooth
i transition from the original supplied NPPDF and the terminal distribution

would be obtained through a specialized algorithm described below.

The contour interpolation algorithm summarized in Figure 11 permits

the smooth interpolation ef an arbitrary initial contour to a terminal contour

",

i in such a way the the evolution of the intermediate contours is controlled by

- two designated constraint boundaries. The algorithm uses these input data to

Wt

numerically compute a grid of internal points that define what may be called

minimal polynomial designators with points on the terminal contour. These

B g

¥

designators may be visualized as being akin to the Lagrangian solution of

field lines or hydrodynamic flow streamlines. |If a more complex evolution is

required between initial and terminal contours, then an intermediate contour ; 3
showing the more complex solution can be defined. The intarpolated contour
I now will proceed from the initial contour through the intermediate contour to
the terminal contour, It is also possible to vary the transit speed in the
contour interpolation aigorithm. A graph of this is shown in the figure where

the transit speed of the evolving contour could be a non-linear function of

the along-boundary distance.

|
l -20-
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The technlque summarized to Flgure 11 would be used to govern the
dynamlic behavior of contour segments of NPPDE's that were obtalned through

the processes summarized In Flgures 9 and 10,

Before concluding this section we recexamine Figure 10, . (he lower

right hand side of the figure we sec two combinations of three estlmates ol
Inltlal states evolving Tnto two pousible terminal combinations, This 14 o
schomatic representation of how subjectively supplicd Information may be
examined with a tacticol system haviong the capabiifty to manipulate NPPDE's,
The schematic shows that the definttlons of the three Initial staten proyvided
by varfous members of the commander's staff may have o Varge degree of cone
currence as shown In the Tower part of the figuve.  On the other hand, there
may be wlde varfance as shown In the upper part of the figure.  Tach mesbaer
could define not only the Tocational distribution but also hiv best estimate
of what the derivative distiibution s and aliow the machine to evolve the
future states of uncertalaty as shown, 1t would then he poasible (o see that
the Individual Taltial states a8 they evolve could elther vematn together or
disperse. Presentation ol these resulte to the comanding of Ficer (decision

moker) would atlow hinm to deduce the degree of concurrence or varfance of the

ostimates of the sltuatlon extsting among hia stalf,
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3.0 DESCRIPTION OF INTERACTIVE NPPDF ALGOR|THMS

Two different approaches to the interpolation of non-parametric
probability distribution functions have been implemented. The first of
these Interpolates contours constroined by boundaries, and Is described
In Scction 3.1, The second algorithm interpolates between individual
samples of the Initial and final distiributions. This interpolation takes
place In a linearized coordinated system determined by the operator Input

of the distributions mcan, This algorithm is described in Scction 3.2.

Note that both algorithms described below are combinations of

a) Simpte geometric transformation, and
b) Linear interpolation;

and hence might be expanded to utilize more complex transformations or other

Interpolation schemes,

3.1 The Contour Interpolation Algorithm

The contour inierpotation algorithm, shown in Figure 12, assumes initial
and final contours (FoinmiuN)fnuinlso transition boundaries (Fand Q) describing
the evolutionof the endpolnts of the contours are glven as shown in Figure 12(a).

(a). There are four basic steps to this algorithm;

1. The transition boundaries are divided into N equal
length scqments,

2. The Inltial and fInal contours are transformed to a new
coordinate system Indlcated by primed variables. The
inftial contour Is moved so that its bottom endpoint Is
at the origin, and rotated so that the other endpoint
Is alonyg the Y-axis. The final contour is similarly
displaced and rotated, but, in addition it is stretched
or shrunk so that Its chord length (cndpoint to endpoint)
agreers with that of the Initial contour as shown in Figure
iz{by. The end result Is that the initial and final con-

tours have been transformed so that their endpolnts match,

3. An intermediate contour In the primed coordinate system
Is calculated by iInterpolating between the inftial and

final contours in the primed system.

“2b~
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Figure 12, Contour Interpolation Algorithm.
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4. The final intermedliate contour is a rotated and stretched/
shrunk version of the primed intermediate contour displaced
back to its appropriate endpoints In the unprimed coordinate

SYStL‘.mq

Again, referring to Figure 12(a) and (b), the equations used to

Jag A B DEN N

“perform these steps are:

.- 1(a) Divide the transition boundaries into N equal segments
. ' specified by points (Pn}.{q]}, nw=0,N.

1(b) cCalculate ¢ , the distance from P to Qn‘ and 0 , the
n n n
angle of the line PnQn from the vertical, for n=0 to N

2(a) Calculate ¢.'. Move P, to the origin and then rotate

0 0
Co through 00.
2(b) Calculate CN‘. Move P to the origin, rotate (), through
%0
; 0, and multiply y ccordinates by - .
‘ i N N

2(c) Divide CO' and CN' into M equal length segments specificed

by points {Rm}. {Sm} m=0,M respectively.

{ 3 Calculate the points {Tm] which specify Cn'. a linear

bt

interpolation between Co‘ and CN'.

L d
L3

KA

(N-n) n
Im N Bm * N Em

wherc the underline indlcates the vector notation for the points.

4(a) Stretch/Shrink Cn'

9"n
T i, L

4(b) Rotzte through —On and displace back to Pn, the "th poini

on the lower transition boundary.
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3.2 The Sampling Algorithm %
i The Sampling Algorithm assumes that the isoprobability contours i,
describing the initial and final distributions along with a description of g ;
§. the mean path are given. Again, there are four basic steps to this algorithm: i .é
- . 8
1. Sample the initial and final distributions. ioE
§, 2. Transform these samples to a primed coordinate system. {n S - %**é;
. this case the primed coordinate system is one where the mean é g
% path has been transformed onto the x-~axis. —i ig
. 3 8
L
3. Interpolate between these transformed samples to find the . o
. transformed intermediate samples. g g
v
i
- 4. Transform the intermediate samplés back to the original o
:
1 coordinate system. Lo
i
| . . , 1o
: Now, referring to Figure 13, the equations used to implement this I
: _ P
procedure are: .
f
% | 1(a) Assume initial contours {¢c.}, and final contours {D }

with cumulative probabilities Pn describing regions

e

] o e s ¥ e

i {Rn}, {SN}, for n=0,N. Py Must be 1.0, and Pn must be
] ’ monotonically decreasing. Pick a total sample size M, 7
i. and calculate the number of samples | required in each :
;o region R_ or $ 1
¥ n n .
|
I = [(P - P -1 ) M+ 0,5 ] n=1, N-i
;' ' n n " truncation
y I, = [(P )M + O.S]
1 { N n truncation i
. ; !
Adjust I, to maintain a total of samples ?
| N |
i l0 =M- Z ln %
2 26- |
|
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1(b) Circumscribe each contour {CN} and {DN} with a rectangle.

1{(c) Begin with the initial distribution. Pick a random sample
from the largest rectangle as follows: Let the rectangle

be described by Xoin® Xmax’ Y

. the
in® *max hen the sample

min’ ymax
coordinates are

= X + (x -x.)2

X . .
xample min max min

i

ysample Ymin * (ymax'-ymin) ZZ

where Z‘ and 22 are random numbers in the range [0,1].

Determine if the sample is in RO, Rl’ R2 or outside all
the contours. If it is in a region RK and the quota IK
for that region has not been filled, save the sample point;
if not, pick another sample and repeat. Once the outermost
region Ro has been filled, pick samples from the rectangle
enscribing RI' Then once Rl has been filled use the rec-

tangle enscribing R2 and so on until all the quota In have

been filled. Do the same for the final distribution,

2(a) Move the initiai samples to the origin and rotate them
through 0, (the angle between the mean path and the
position x-axis directior), and call the rotated samples

{u .}, k= 1,Mas shown in Figure 14,

2(b) Similarly, referring again to Figure 1%, rotate the final
samples through O then move them out to (zp,o) where zp

is the length of the mean path, and call them {Vk}, k=1,M.

3 Interpolate between {Uk}and {Vk} according to path length
to obtain intermediate samples {wk}

R >
W, = "'T;f' v, + E; v, k=1,M

where Ej Is the distance from the origin to point j on the

mean path,

-30_
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1
E
4 The Intermediate samples are then rotated through 0., %
and displaced to (xj. yi). ! é
The next stage of processing would be to draw isoprobability centours g
En‘ n=0,N for this intermediate distribution. This requires the estimation g
of the actual intermediate probability density function from the set of sam- %
ples {wk}. k=1,M. Because we are concernced with complex distributions, §'
simple estimators such as that proposed by Parzen are not sufficient. Fortu- %
nately, the variable kernel approach recently proposed by Breiman, Meisel, and g,
Purcell (Sce Appendix C) scems appropriate. However, the results of our own :
testing do not replicate the qualitative behavior described by the authors
even though the final accuracies arc similar. Because of this, no NPPDF ;
estimator has been incorporated in the sampling algorithm, Also, it must be ;
noted that the algorithm as originally proposed requires approximately ION2 : ;
exponential function calls. With 200 usec required to generate an exponential % 3
on a V73 computer with floating-point hardwarc, a sample size of N:= 400 points ;
would take & minutes of processing time. The development of an adequate .
contour algorithm therefore will be undortaken during a succeeding phase of : é
this resecarch. ‘ ?
S
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L.0 SOFTWARE

Both the contour interpolation and the sampling algorithms have been
programmed for a Varian V-73 minicomputer equipped with an Information Displays
h-color vector interactive graphics terminal, trackball, and function keyboard

(See Figure 15). Both algorithms have the following characteristics:
o Highly interactive
® Use of color to enhance clarity of displayed information
® Operator entry of contours via trackball

e ?Program control via function keyboard,

The following two subsections describe the operation of the software. Actual

listings of the programs are provided in Appendices A and B.

.Y The Contour Interpolation Program

The operationof this program requires anoperator to first enter ini-
tial and final contours, and then the upper and lower transition boundaries using
the trackball associatedwith the display. Once thesc are drawn the program

begains automatically and can be halted, continued, or restarted at will.

The specific steps are (Referring to Figuresl6 and 17):

1. Initially, a cursor (two concentric circles) and the message
"MOVE CURSOR'" appear on the screen. The operator then uses the
trackball to position the cursor to the starting point of the
initial contour. When ready, the button at the lower right
corner of the function keyboard labeled ""MOVE/DRAW' is pressed
(See Figure 17).
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Alphanumeric Keyboard

Figure 15.

Computer System for NPPDE Interpolation Software
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Turn
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Progran
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Figurc 16.

uvparator Flowchart for Contour Interpolation Progranm
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The message "“DRAW CONTOUR! is now displayed. The operator then
uses the trackball to draw the initial contour (contours are
colored red). Drawing continues until “MOVE/DRAW" is pressed
again, This terminates the contour. Four keys are now 1it.

{f the operator is satisficd with the contour drawn, he hits

- VENTER" to enter this contour into the computer, If the opera-

tor wishes to redraw this contour, he presses "ERASE CONTOUR"
or “ERASE ALTITUDE" and returns to Step 1,

When the Initiul contour has been centered, the message '"MOVE
CONTOUR'' again appears. The opcrator then draws the final
contour as in Steps 1 and 2, Before pressing "ENTER" to enter
the final contour drawing, but after pressing '"MOVE/DRAW" to
terminate it, it is deslrable to move the cursor to the left
(beyond the Iniiisl contour) to give trackball “room' for the
following sten.

When the final contour has been entered, 'a cursor appears at
the starting point of the Initial contour. The operator then
draws the upper transition boundary using the trackball. The
transition boundaries arce colored green. The drawing will
automatically end when the cursar reaches the starting polnt
of the final contour. The cursor should then be moved to tho
left again before pressing "ENTER' or either of the erase
buttons,

The lower transition boundary is then drawn as in Stcp 4,

Once the lower transition boundary has been entered the Inter-
polation begins automatically. Threc keys arc lit: '"ON/OFF

END CONTOURS," "ON/OFF BOUNDARIES' and "PAUSE (RESTART).'' The
The first two of these allow the operator to turn off the dis-
play of cither the inittial and final contours, or the transition
boundaries. "PAUSE/RESTART'' freczes (halts) the Interpolation
process; pressing it again restarts the interpolation where it
left off.

PRESSING ANY OTHER KEY CAUSES THE PROGRAM TO RETURN TO STEP 1.
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Note that the Interpolation uses smoothed contours and boundarics,

so that the Interpolated contours do not exactly correspond to the drawn

ones and thelr

transition boundarivs. The interpolated contours ore green,

h.2 The Sampling Program

The oporation of the Sampling Program falls casily into 3 parts - Input

of the Initial and final distribution, Input of the mean path between the two dis-

tributions, and specifying the point on the mean path at which we wish an Interpolated

distribution. Flgures 18 and 19 contaln the operator [lowchart and the function

keyboard layout for this program. The Iindividual stepswithincach ol these parts are:

A, Speclfylng the Inftie) and final distributions

1.

2.

6.

Computer displays "INPUT INITIAL CORTOURS."

Computer queries "NO. OF CONTOURS'' and the operator enters
an integer N less than or cqual to the maximum number of
allowed contours (currently §).

M - "

Computer queries "CUMULATIVE PROBABILITY FOR CONTOQUR M" and
the operator enters an integer N less than or equal to ) or
the last cumulative probabllity.

The computer displays "DRAW CONTOUR' and "MOVE CURSOR," The
operator moves the cursor to the starting point of the con-
tour and presses function keyboard button Vabeled '"MOVE/DRAW.'
The operator then draws the contour which automatically closes
Itself when the cursor is close enouah to the initial starting
point. It 1s possible to draw more than one contour at cach
probability level. To do this, move the cursor, press ""MOVE/
DRAW" and draw the contour. Once the contour(s) has been drawn,
the button labeled “ENTER" accepts the contours drawn, "ERASE
CONTOUR'' erases the last contour drawn and “ERASE ALTITUDE"
crases all the contours at this probability level.

If M= N, go to Step 7, oturwise go to Step 3 with M
replaccd by M + 1,

Steps 7, 8, 9 similar to Steps 2, 3, b, 5, 6 except the computer
displays "INPUT FINAL CONTOURS'' and the final distribution is
specified,
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B. Specify the Mean Path
1. The computer displays '"'INPUT MEAN PATH' and "MOVE CURSOR." ¢

2. Move the cursor to the mean of the Initial distribution.

3. Push "MOVE/DRAW' and draw the mean path.

L, When the mean of the final distribution is rcached again
push "MOVE/DRAW'" then “ENTER."

: oo
e b .
oot i s 2 g :&ld[&", b i i g

At this time the display goes blank while the computer samples the ,;?m,i
initial and final distributions. When this process is completed the display
returns with a yellow dot displayed for each sample in the initial and final

distribution.

¢

C. Specifylng Interpolation Point on Mean Path

o

1. Press "MOVE/DRAW' and a cursor appears at the start of the
mean path,

SIS NPT RN

2. Pressing any button except ""INTERPOLATE' moves this cursor é
along the mean path one segment at a time, :

3. When the cursor is at the desired position, press ''INTERPOLATE! :
and an interpolated sample is crecated. The interpolated sample §
is again displayed as a group of dots appropriately located
between the initial and final distributions.

i, Pushing “"INTERPOLATION RESTART' restarts at Step €2, and button
"PROGRAM RESTART' restarts the entire program.

2;
!
!
%
E
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5.0 RESULTS

The contour interpolation algorithm and the sampling algorithm
described in Sections 3 and 4 were programmed and several aspects of their
behavior studied. Figures 20 through 22 contain xerox copies of 35mm color
photographs taken of the IDl Display, In Figure 20 wa see the contour inter-

~polation algorithm in operation, This figure is divided into three parts

showing the initial (S~shaped) contour on the left with the terminal {(C-

-shaped) contour on the right. The two approximately horizontal lines are the

designated trarsition boundaries., Part A of the figure shows an intermediate
contour which has evolved to a point approximately 1/k of the distance between
the initial and terminal contours. Parts B and € of the figure contain photo-
graphs of the display as the Intermedlate contour had evolved approximately
1/2 and 3/hk of the way between the initial and terminal contours. It is seen
that a more complex figure could be constructed and evolved from segments

such as shown in Figure 20, Also it is important to note that the contour
interpolation algorithm has the capability of evolving contours which exceed
or "lap over'" the transition boundaries as demonstrated by the terminal! con-

tour. The importance of this feature is discussed below.

In Figure 21 we see the interpolation algorithm being used to uni-
formly evolve one arbitrary ''closed contour' into another arbitrarily shaped
closed contour. The Interpolation algorithm allows this to be done when the
transition boundaries are defined close together and parallel to one another.
In this case the separation of the transition boundaries has been exaggerated
to show that it is still the same algorithm in operation. The figure shows
an intermediate contour at approximatley the half way point. It is the algor-
ithm in this form which would be used for evolving the individual probability
contours of NPPDF's between terminating contours which were either operator-
generated or obtained through a statistical process such as provided by the

sampling algorithm,
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Figure 22. Display of Sampling Algorithm
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In Figure 22 we see the operation of the sampling algorithm. The

left hand and right hand distributions are denoted by the solid contours.

o AR,

In this case the PDF is represented by two levels of contours--an external

contour and @ single internal contour. The Internal contour is difficult

Lo e ot s

to see in the photograph. However, its ltocation is ldentifiable from the
higher density cluster of sample dots. The line joining the left and right
hand contours describes the desired locus of the PDF's central tendency. %
The center group of dots represent a statistically derived sample of the
intermediate NPPDF at approximatley the half way point. We note that the
peak of this distribution has also moved approximatliey half way between its
"high location' in the initial contour to its "low location" in the terminal

contour.

The intermediate NPPDF's defined by the sample in Figure 22 would
next be represented by a two level closed contour which is of the same
topological form as the initial and terminal contours., Thus it is seen that
sampling algorithms can be used to generate intermediate NPPDF's on a statis-
tical basis. At this point the contour interpolation algorithm would be
used to produce the continuous or closely spaced NPPDF's as the distribution
evolves from right to left. We anticipate that using the interpolation
algorithm together with the sampling algorithm would provide a computationally
efficient method of obtaining a continuous history of the dynamically evolv-
ing NPPDF,
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6.0 CONCLUSIONS AND RECOMMENDATIONS

This study has produced two new algorithms for developing and
processing non-parametric probability distribution functions (NPPDF's)
using interactive computer graphics. These methods appear to have potential

use In future systems for defense against swinmer attack and other military
command and control system applications, ' '

nw.ml.'miﬂ;mmm DTN Ty FERTAOTA | stk

Specifically, two algorithms were developed. The first is a fast,
non-statistical method of interpolating qeneralized contours which Is based
upon a 'minimum order polynomial' method of point-by-point interpolation. 1
It was found that this algorithm is usable in real-time applications with E
interactive graphics. This algorithm would find use in generating the
Intermediate contours describing a continuous evolution of NPPDF's betweean
predesignated initial and terminal NPPDF's.

in order to permit the interpolation of NPPDF's along mere complex
paths, a second algorithm has been developed and demonstrated which will
generate a sample of points to define the intermediate NPPDF. From the
sample, various algorithms can derive sufficient data to regenerate o
contour-like description of the Intermadiate NPPDF. The resulting NPPDF
would then have a measure of statistical validity and could be used as an
anchor point for generating the continuously evolving distributions using
the Interpolation algorithm described above,

It was also found that current generalized techniques for estimating
PDF's from a sample are not sufficiently fast for many of the real-time
command and control applications foreseen for this technology. Two primary
ways could be used to overcome this speed deficiency. The first is to
develop new and more rapid PDF estimation techniquos that produce usable
results in the required time frame; and sccond, a special PDF estimation
processor appears feasible which could use cxisting algorithms and be

instrumented so as to pertorm paraltlei conmputations. Initial estimates
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divided into two phases,

e e e, et o s J . . P S

show that such a special-purpose hardwarc us’»n microprocessors could cut

down the PDF estimation time by two orders of magnitude over thase achieved

in computers performing sequential processing.

e

In order to continue the developmeri of these new techniques, we

recomnend that the following tasks be perfirmed. These tasks would be

[T

I

The first phase should (1) develop more rapid means of generating ff
statistically-based, intermediate PDF's, and (2) evaluate the continuous
evolution of PDF's by comparison with the evolution of parametric POF's

of known dynamic properties (e.g., the covariance prediction equation of

-

the Kalman filter). ; i
The next phase should include a human factors experiment performed f—é

on an interactive graphics system using tactically significant scenarios. é
These experiments would be designed and executed for the purpose of testing ?
the ability of human opcrators to (1) estimate NPPDF's from the types of %
data available in rcalistic tactical command and control systems, and E
(2) predict the predict the evolution of the NPPDF's in a machine-usable E

form.
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APPENDIX B. SAMPLING PROGRAM

PRGE 1 MIMEYI VORTXII FrIN Ivig) 0208 HOURS

gX**l*Xl**t*******Y**K*$i***%i*?t**i’$X$$$¥R1$t*****¥*?*13****F*X***x****
g MIME 1I-1% JULY 1§77

G-I b LI —

END
% COMPILATION COMPLETE

P TRTAERESEETILNSESARER ST RAT NN SRRRSTEPE IV SSETF PRSP SRS EEF IS S S oS0 eSS 3N
COMMON ‘D INEeL (2000, IERR E
. COMMON TTAIATTCLE)
; COMMON ’hIhLb MUMTUR L PROBCIS) URNRIFC(Y . 2, NINY(S .2, NRPATHY, NIPATH,
1 , 1 I‘HIf(E) INMANCEY , IVMIN IS S IVEAaN ()
: 10 TCOMMON SCOMUN“NOVETR . MUOVLY(E0Y L TFLAG. 20D
11 COoMMOn ILCNTU& NV T NUR20OY  ICOLORLEILLST, ICURSR, IALT, IN
i 12 COMMAN /SAM IS(2.100.3) NI(G. 01
13 COMMON /DISKIFCR(13)
. i4 COMION /MISENES
15 INTEGER QVLYHMN(Z, :
16 DATA OVL\HNil 1‘,C\LVNN 2,10, CVLYNMER 1) CEHIN, BREU, SHT 7
17 PATS OVELYNMOL 2y CVLYNY 'L.E}‘CVLYNN\BAE)faHTU THMTLEH2 :
18 DATA QVLYNMOL, 3), SYLYRM R V3, CVLYNMUE 3 SSHIN, SHNE, SHLE S §
19 DATA OVLYRMUL. 2, OVLYRI (T 4) . CYLYNM (3, A) 3411 @RME | aHes i
20 DATA KEVMAN. 47 !
21 CRLL VHOFEMOIE, 16, IFCH . O)
22 1¢ CALL GIMICIDSL  Sace 1a7T, IEFR)
23 CAal.l. GEEG(L, 100, 103
o CALL GCHAUL,B,0.3. ™)
25 CalLl GRUT(E, 175,32, 1)
Ze caLl IZARCYFLAG, 20, M
27 URITE(1S 100
2 CALL OSTTQ,0)
2 KEY'=1
3@ 3@ IEREYLGT . ROYMANY G TO v
- 31 CALL OVLAY LD, 0. CVLYNNL L, REY Y
38 40 MOVFTR=NQVPTH+1
23 S0 KEY=PMOVLY (NOVETR) :
a4 IF(KEN . GT.0) G0 TC 20 E
=0 IF(REY EQ. QY S0 T8 14 1
A5 C KEY IS NEGATIVE FOR LOOFS : |
37 C T.6. NMOVLY=4d & . 8,-2 UORNY LINS NMOVLY=4,4.68,5,°,5,6,5, ...... ;
32 MOV TR =-FEY ;
39 GO TN &9 1 ]
47 Q23 URITECS, 1000 i
51 GO TO 10 P
42 QA0 FORMST(7HMIME 110 g
432 g0l FORMAT(’ ERFEIR-QVERLAY NUMBER TOO LARIEY) {
44 i
|8 g
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Tyl slim st e st st e s o e —— e B L — - 2 g
| 5
l';; § 3
PACE 1 MIMEIT VORTXIL  FTN IV(G) eaLe HQURS 3 g
f A
1 SUPROUTINE INPUT i a
% COMMON Lo 10PLER0C0Y  TERR i
3 COLMON ~NINE2/NCNTUR . FROBC(S) HRIPC(S,3) , NINYLS, 1 ,NRPATH, NIPATH, §
r | 1 IMMING2)  INMARCEY  IVMINGZ) [ IVHAN(E §
3 COMMUN ACONMUNANOVE TR, HAOVLY (22 L IFLAG {20 ) P
G COMIOMN CORTURSNRY, TXVS0AY, TCOLAREGE) , LST, TOURSR, TALT, IM3G iy
T CAMNON 7 DIGK/TFCRCTL 1
3 COMMUON /MITSNRS i
9 EQUIVALENCE C(ICHTUR, I'LﬁGxEJv,nernn TFLAGE3Y), (IFLMB, IFLAGCA) Y, P
{ 12 1 CTELNMC, IFLAGESY), TIELND, I+ LAGIG) 1, (TELNHE, IFLAG(7)) -
11 DATA NANTUR. S/ 1 s
12 CALL GHLT - i:
13 URITE (5, 404Q) 1
14 494@ FORNAT(® ENTERED INPUT?) {3
15 IFCIFLAGULY EQ. 1) GO TQ i%0 |
e IFCIFLAG(LY (EQ.~1) G2 TO 24 i %
17 IFCIFLAGULY L EQ, -8 GO TO 340 { =
13 CALL TZAFUIXMIN,Z, 2000} =
13 ALl IZAFCINNAN, 2, Q) o
20 CALL IZAPCINVHIN,D. Jooe) :
21 CALL TZARCIVMNAX.E,0) :
22 IFLAG(1) =1 i
23 ICURGR=3 ;
24 IMSG=4 i
25 TALT=4 i
26 €  DEFINE CURSOR ;
2 CALL GBEG{ICURER, €, Q) ;
2% CALL GRUT(E.72,0,¢) i
&9 CALL SPUT(?. 1660 5,00 ¢ 3
30 cn'L GRUTIR 16005 8) L.
31 CALL GEOF ¢ ICURSEE :
3,? C D |If|[ N(—_‘( NFE Pnt{ﬁ *
33 CALL GREG!IMSG, 702, Q)
34 CALL GCHAUIMSG,S,0,8, 18
_ as CALL GREG!®, @,0
b 36 CALL GEOF {1RSQ?
ch 1.°00=5 ,
- 28 CALL GHLY 3
! 39 TELMA=TELD 1
i 40 GALL SETUFW(Z, IELN,Q,@,22,8) :
1 WRITE(1G, 1209) :
_ Se CALL SETUPMIZ, TELN,Q, -30,17 .8 !
; 43 WRITE(1S,1281) ]
i IELME=1ELN i
50 IELN=IELME _
CALL SCTUPR(E,IELN, 1,8 :
READ(15, 20061 NONTUR X
IF (NCNTUR.GT.MANTUR) GO TO 5€ ;
Nﬁvw TR=0 ;
MOVLY (1)=2 i
NNQVLY(E]=1 {
HEAVLY (L 3) =-1 ;
LONTUR =0 :
TE L TELN :
100 IfLNH: TELMC :
IJCNTUR = TCNTUR+1 . ;
IHLT=IRLT+1 :
CALL SETURILE 1ELR, 0, ~60, 37,80
URITET1S, 16031 ToNTUR ,
TFLMD=TELD i
CALL SCTUPL(2, TELN, 18,2 :
FEAD LIS, 2001) FROBCOIGHTUR)
IHLnE-1ELn
CAaLl SETUFW(E TFLE, 0 90, 14,8
MRITE LIS, 1203% 1onTUR ‘
ReTURN
LS8 HINVUIGHTUR, LY=oy
METOCUIONTIR 1) =1FCRLY) :
3
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1418

O LSRORG L Qp
SO 1
PESTESIS

AEQRT ML HLE

e

BThoIVogY

HOVETR <0
NMOVEN LY - 3
RETHIRN
ORI G HPUT
VLMATULVHIO, )
CORDAT CANHCUMULATIVE, PROGARILITY FOR CONTOUR
QRMAT ULIHDRAY
1010 FORMAT (T
1080 FORMAT (RSN NEUY
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AR IR AR
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PaGgL 1 MIMUILY VORTYI FTN IVG) P10 HONRG

R SR S &S & 55 & & ¥ ENEE RIS ]
SO ovVERLAY ConTa

i o :m;‘%:!;;&*ﬂ”‘ﬂ%“!*H
!

i 2 e o o St R RRE

SUDRTUTINE CalNTa

COMMYL SATT TATT 1)

CQUMONT CONNTHENEY  INVISOOY , T00LORTE)Y JLST, ICURSR, TALT, IM3G
onbll, GHLT

P L N S S RN

LAl e S Y T T

b s

SMT R §

2 ld
)
I
=1
I

OJ

=

20

el

,._—

a1

. SR LEN :
ACH0 FORTIOT (Y EMTERED CONTS :
1 AL GEONHCTCURSR) ' :
1 Cald, GEONUINMAG) ;
1 C %
1 C  DULI'INE SUNJEGT CANTOLRS i
i1 CALL LREGUIALT, 0, 8)
1% catl, LWBEG(3, 130, 1 l “T
- 10 CALL GRPUTEA, 140, 5 q,nw'xum :
'1 1; cAall GRUTCY 140 1(\1[ ORI
‘- 18 C ALLOW AURIJIECT 12 DEHU IN COUTOURT :
1a 299 CONTTINHUE !
.- S0 BXY - BUDLUCRTPT FOR INY
3 a1 NXY -
i 2200¢ IFTR1 ~— PTR 70 STARTING FLEMEMNT FOR CURRENT CONTOUR
23 IPTRI=0Q
RE 1XP=C0 !
2t FOUAREY
25 TAN=Q
oy TAY =0
e TEL=T
27 (ALl GovT(1) ,
20 ¢ mMove cugR TO START MOGITION !
33 205 CAlL GEONCIHEG) . e
ao CALL GEOHUINGG, ® :
2z WRITE L34, 30V)
<K 307 FORMATC MAVE CURECR )
i 34 CALL GLMPEL, G, 1)
oI TECIEL . @, b\vw*w ne
iy CALL GLMP SR .
33 IFLYRTRY, Hl U‘\hl‘ GLITE L, 85,10 :
a7 CALL fi NPT G, 1) :
40 B CALL TRACKE{ 1Y :
G ILCIATTOLY  NY, Denr RIS
, A IECIATTIS)Y  NE, OYGETY 200 :
; 43 CFCTATTCIY L0, OGeTO G0 ‘
o 4 TFECTRTTUD EQ. 29 00T 348 !
3% TECTATTOI  FQ,S0060T0 30y ;
' “an TECIRTTUIY NE % ‘l,z._‘ TG O A0n
3 an 1F C1EL-6I308, 308,050
- A2 348 TFUICTRIEO. OG0T 203
47 S50 LAST g
L' ';
c :

1
1
e

IVE LY
1

POTEL VHME  RYGOTD 203 :

‘ v ! T i
: G100 TEL MEY B VE ror LESS THAN 208 B, ]
i o PO 1 J=10 RN §
: w3 2348 CALL eruTe I! ’4 LB, i
{ <3 JEL=TPTR] i
¢ LN 1IPTRI-0 :

s NNY=11'TRE i

57 CaLt nLnPoL, a%, m ;
- o A - :
f ¥ nY Ly |
E (REN NOARE YA !
H R Al CLMELY S ) §
3 o LALL LLHP o)L 3R, m )
; Cri GOTD 2R i
e R llHI!Nl NLTITUNE )
=T AU0 TP CIELLUEQLoEGDTO 203

r~

CnaLd, thl‘],E,DW

ey,

G g

;l‘,;i’f
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PP TP N

s ey

e

f‘:?:a‘;r:‘;&a;cwg J e P . o - g 4 U G,
iPHGE 2 MIMETI VORTXIT FTH IV(G) 0018 HOURS
59 CALL GLMP(1,25,9)
sy CALL GLMP(1.26.9)
71 Cabl GENT{IALT)
! 72 C© IEL %Ay BE A VECTOR LESS THAN &80 R.U.
d 73 Do 352 IJ=6,1FL
74 357 CALL GRUTCIN,73,0,0)
: 7S 0TQ 220
! 7EC IXFLIYP -~ LAST POINT ON PREVIOUS CONTOUR
77 € I¥F,IYF -— START POSITION OF CUFT[ T CONTOUR
v2 C  IXL,IYL ~= LAST POS LITIO0N OF GURRENT COMTOUR
T ¢ '
80 € UPDGTE CURSORE POSITION :
31 459 CALL GENT(ICUPRER) £
22 CalLL GPUT(E,73,1I%,1I i3
82 GOTO 208 ;.
g g4 € STAPT COMTOUR i
5 3% £90 CALL GSCHOIMSG,S) ¢
.- g6 WRITEC15, 502) !
g7 502 FORMAT(’DRAW CONTOUR”) .
- sR CALL GLMP(1,3,0) i
2 39 CALL GLMPIL1.25, HE
. g CALL GLMP(1.26.6)
21 CALL GENTC(IALT)
. a2 IXL=1% 3
2 a2 IVL=1Y 5
. %% C ATTACH STHRT FOINT TO VERTICAL ELGES IF CLUSE ENOUGH 3
25 IF(1006-IXL . LE. 30*17 1080 r
L 5 IFCIXL.LE.305140L=-1 k.
T g7 TAX,IAY —— USED TO REPOSITION BEA™M TN WHFRE CUSSOR 1S5; OTHIRWIST 1 A
g ag ¢ SUBJECT COMTOUR AND CLURSOR FOSITION UOMN’T MATCH, I
' 93 IDX =¥~ INE+ 1A H»
162 IDY=IVL-IVP+IAY i
101 CALL GPUTC(IEL, 73, 1IDX%,1iDY) {3
{ 1oz IXF=IL L
- 103 IVF=IvL EBE:
194 IPTR1I=1EL i
19% €  IPTRE -- PTR TO START OF CURRENT CONTOUR IN INY ;4
| i3 TP TRE=HXY !
H 107 IEL=IEL+1 ,
197 IF(NYY . GT.200)G0TC 39200 [
, 102 IAY(HXYY=1rL b
i 119 Iy (MeY+1)=IYvL } 3
.- 111 MY EMXY+E b
112 510 CALL TRACKBIIX, IY) ;
113 IFCIATTUL) L ME.2E)G0TC GEQ |
T 114 IFCIATTOS)  HE . BIGUTO 519 :
i 115 IFCTATTOZ)  HE . 2IGCTO 510
* 116 € END COMTOUR
117 S50  COMTINUE
: 112 IFCTEL-IPTRL . ME.L1G0T0 Y51
i 119 € IF MO VECTOR DEAUN, 60 BACY TO MOVE CURSHOR |
‘ 120 caLL GEHTFIHLT)
1281 CALL GPUT(IFTRL,?7Z,0,0)
182 € IEL mMAay BF A VECTOR LESS THAaW 29 R. U,
i 182 CALL GFUT(IEL,72,0,0) /
124 IFL=TIPTR1
120 IPTFl @ \
186 1% = [ TRE
I’ 1287 GOTO 305
2 1zz 0 anS CONTIHUE
1o JE0=g
130 GOTO FEZO
131 S59  IDX=IxNF-—-IXL,
l 13272 TDY=IYF-IvL
1= D100
134 L= ThY !
1325 DEEDYADALY DY |
lﬁ 136 TFiDa LT ehs  YaoTe 5ea

- ii l -67-
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SO IESCTLEEC IR TRARAEI™ N ket ante: Tie et e oo

PRGE 1 _ MIMEIX VORTKII FTN IVIG) g1z HOURS
1 C
2 C
3 SUBROQUTINE TRACKER(IX, IV
4 COMMON /ZATT/IATT(1E)
T € FIHMD TRACKESLL POSITION
6E C RESTRICTIONS: ,
7T C CYCLE TIMER ALREADY TURMED ON )
g2 C  cauTIon: ‘
9 C ALL OTHER INTERRUPTS ARE IGNORED EXCEFT THOS. FROM KEYBQARD,
10 C LWHICH CARUSE IMMEDISTE RETURN
11 E IF KEYEBOARD INTERRUPT OQCCURRED, IX AND IY ARE UMNCHAMNGED
1a :
13 200 IATT(1)=Q
14 cALL G3TTro, @)
15 31€@  CONTINMUE
16 IF (IATT(1).EQ.80) GO TO 310
17 IF (IATTC1).£Q.36) RETURN
12 IF CIATTC1Y ME,3@) GO TO 300
13 CALL GDEY(1,IX,Iv:
z9 IX=Ix-3+500
z1 IV=IY/S+500
oc RETURN
23 END
@ EERORI COMPILATION COMPLETE
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l FAGE 1 MIMETI VORTXII  FTN IV(®) 0a12 HOURS
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Varioble Kernel Estimates of Multivariate Densities

Leo Breiman, Williem Meisel, and Edward Purcell

Techniology Service Corporation
2811 Wilshire Boulevard
Santa Monica, California 90403

A class of density estimates using a superposition of kernels where the kernel parameter can

depend on the nearest neighbor distances is studied by the use of simuluted duta, Their
performaance using several measures of ecror is superior 1o tht of the usual Parzen estunators.
A tentative xolution is given to the prohlem of calibrating the kernel peakedness when faved
with a finite sample set. -

KEY WORDS

Density estimation
Kernel density estimation

1. INTRODUCTION AND SUMMARY

Given points x,, <+, X, sclected independently
from some unknown undeidying density f{x) in M-
dimensional Euclideitn space, the problem is to esti-

mate f(x). To date, the most clfective general method
is the Parzen upprouach: sclect a kernel function &(x)
= 0, with

fA(x)dx:l (1)

Usually &(x) satisfies some additional conditions;
unimodality with peak at x = 0, smoothness, svmme-
try, finite first and second moments, eir. In facy, in
actual practice, the most frequently used kernel is a
Gaussian density.

Having selected a kernel, then the estimate is given
as

T R R "‘_l‘z)
ftx) = n Z. a”’\(

As n increases the shape factor o can be decreased
giving greater resolution for larger sample sizes. The
asymptotic mean square consistency of these esti-
mattes js well known {71, and under smoothness con-
ditions an f(x) asymptotic rates of convergence of the
mean squared error can be derived.
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However, in terms of practicalities, the situation is
far from satisfactory.

First; 1t is obvious that a Parzen method of estima-
tion cannot respond appropriately to variations in
the magnitude of f(x). For instance, if there is a

region of‘ low [(x) containing, say, onhwk
point x,, then the estimate will have a peak at x =

and be too low over the rest of the region. i reg remons
where {(x) js_large, the sample points_are | morc
densely, packed together, and the Parzen estimale ate will
tend to spread out the high density region. Thus, the
problem is that the peukedness of the kernel is not
duta-respansive,

Second: None of the asymplotic results give any
generally helpful leads on how the shape factor o
should be selected to give the “best” estimute of
unknown density. The corputed rates of coun-
vergence depend critically on f(x) and its derivatives.
Even if one tried 10 vary ¢ and got a number of
different estimates, the question remaina; which one
is “‘best™

In this paper, solutions are proposed to both of
these problems,

First: To make the sharpness of the kernel data-
responsive, we usc the class of estimates

Jix) = Z (canla)" 'K( b )

where o s lhc dls(.mn, from the point x, to its Ath
nearest neighbor, and o, is 8 constant multiplicative
factor, The intujtive concepl is clear: In law density
regions, of,.x will be kitrge and the keruel will be spread
out, In high dencity regions, the converse will nceur,

Secunid: Vo seleet np(ir.izim values of A and L a
evodness of-it atativtic S 1or multivariate densities
proposed in [1) is used in g procedure that searches
for the variable kesnel parameters that minimize S,
(see seetion 3 for the detinition of ).
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There is a large bhody of published literature re-
garding density estimation and a number of pood
surveys are available fH, 9], {2]. The &th nearest
neighbor citimator {5) is the only method that is
adaptive to local sample density. If the distanee from
a point X to its Ath nearest neighbor i3 d, then this
cathaator is defined as

k) s R

f(x) = ‘/(d)
where 2 is the total number of samples, and Vi is
the volume of the Af-dimensional sphere of radius d,
The drawbach to this type of estimate is that it is
discontinuous. (Also its integral over all space is in-
finite.) The variable kernel approach ofters a combi-
nation of the desirable smoothness properties of the
Parzenstype cstimators with the data-adaptive char-
acter of the A-nearest neighbor approach.

Furthermaore, the variable kemmel method carries
very little compatational penalty. The distance from
a4 given point to the Ath nearest point is computed
only once and stared for all the calibration runs. An
algorithm constructed by Friedman, et al. {3] reduces
the finding of all Ath nearest neighbors to n log o time
instead of #*.

The analytics of the situation are a bit ditticult to
handle, although asymptotic consistency for ap-
propriate kernels is casily proved under the condition
A/n — 0. To get a feeling for the finite sample situa-
tion and also to get some measure of assurance that
vur proposed “solutions” had some value, we ran
some extensive simulations on two underlyving data
bases; the first was 400 points sclected from a bivari-
ate normal distribution, the second was 400 points
selected from a bimodal distribution consisting of a
superposition of two bivariate normals, 374 of the
bivariate normal used in generating the first data sat
plus 1/4 of a normal with a much sharper peak.

Three measures of error were computed: define the
sumple mean and variance of f(x) by

. l n
f, = .;.’., 2’: f(x})

| IS .
2,, (J(x,) - dy )

The error measures werg:

- BP
m, R
]

[PVNLy Percent of Variance Not Explain:d
. | B S .
PYNE s =0 30 (i) - fin) X 100

it )

(M Mewn sbsolute Frior, Percent
MAL - ' ¥, Hix) fin, % X 100
”}l/ \

(AMPE) Mean Percent Ereror

5 ix) oy

I
'\ . . o .
t n o9 J(x))

b [V
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A lurge number of runs were carried out with the
two data bises to

@ For cach measure of eerar find the “best™ Pat-
ront estimator and the “best™ variable Xerael estima-
tar, waing a symmetric Gaussian kerael (e, find
those valees of the paranictees o, A oy that migimize
the gonven ineasure of errod).

O Compare the performances of the two types of
estimiiors.

© To ace whether the proposed saarch proceduie
could accurately tocate the “best fitting™ parameter
values. '

Our conclusions are:

i In all cases the best vanable hernet esiimator
wis superior to the best Parzen estinate, The best
Parzen exstimator, in both data sets, had about twice
as much mean percent error (MPEY and pereent of
varianee not explained (PYNE), and about S0% more
mean absolute error than the best variable kernel
cstimator.

i, The $ minimization search procedure was suc-
cessful in Jocuting the region of parwmeter vailues
where the variable kernel estimates gave approxi-
mately best fits to the actual density,

The best values of o for the Parzen estimates de-
pended on which measure of error was wsed much
more than the variable kerned method and hence
wonld be much more ditlicudt to use in practice (when
fisunknown), The Sminimization procedure applied
to the Barzen estimates produced values of o that
were Larzer than most of the “best™ values and couid
not be caled suevessiul in this contest,

Daring 1the course of the stedysonuimber of inter-
esting and uselul properties of variable hernel den-
sitieas waore uncovered. Reealling that the total sample
size 13 w03 nearest neighbor adistances that prodoced
the bt s vere surprisingly large, ranginge fram 40
i detsaet HHto 100 i data set L (eetually the neoswies
stl' yraproving at & = 1H0D). But good fits ¢ be
praduced over a4 very wide ranve of values of 4, as
fong as a, sutisfies the approximate relation

ar(d)
a{dy)

where dy is the mean of the Ath nearest neghher
distancey and o)) is their standard deviatian e
tentative conchusion s therefore that actualhy one
needs to find only the single paramcter value
leeal ) 76 ()] to calibrate the vaviable Kernel gl
nates, I oour simulation tis conatant was usially
about 3 -4 times Lirger than the hest values of « oy
the corresponding, Parzen estinnate,

The concluston that the mean pereent oiidi o
marheddy different betwern the twe types of estinie
tors has impaitant imphications toi Jassilication . The
method giving the minimum  expected s
classiication prebabihry s based on companme the

=oconstant
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densities of the different chinses, One common and
cllective methad of getting “good™ classification
bouadaries has been to estimate the class densities
using a st of points that have already been classified,
and w compire the density estimates to make the-
classitication deciston, IT this is the intended appli-
cation, then the mean percent error may be the most
significant error measure, sinee it is the ratio of the
two estimates that determines the classitication, In
this perspective the variable kernel estimates are de-
cidedly superior to the Paczen estimates,

Animportant consideraiion is the variability of the
underlying density. 1€ it is more or less uniformly
smooth (as in the first data base), the adaptive capa-
bility of the variable kernel method does not help us
much as in situntions where the density is more vari-
able, i, has a number aff peaks of different sharp-
ness (as in the second data base).

The body of the paper is laid out as follows: See-
tion 2 deseribes the simulations in more detail and
includes some tabubae and graphical summarics of
the results, Section 3 contains a brief deseripticn of
the goodness-of-fit statistic together with tabular and
graphical suwmaries of its performarnce. Section 4
summarizes the behavior of the estimates, relates the
selection of k and o to the interpoint distance distri-
bution, and gives a deseription of some carly and
unsuccessful efforts at variable Kernel estinuates,

The viniable kernel method has been deseribed in
shotl course notes on patterny recognition prepared
by one of the suthors and dating back 1o 1973, Pant
of the wark in this present study win presented in the
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Conlerence on the laterfuce Retween Computer Sei-
ence and Statist.os on February 14, 1975 [6]. In June,
1975 we learned that ‘1.3 Wagner had submitted a
paper to the IEEE Trans, Information Theory which
is also concerned with the vanable hernel estimates,
His paper [8] establishes conditions for asymptotic
consistency, paticularly in one dimension,

2. THE SIMULATION AND TS RESULTS

The two data sets mentioned in the inttoduction
were generated as follows:

Set I, 400 points selected independently from the
density f, a bivariate normal with mean m = (0, 0)
and unit covariance matrix,

Set 11: 400 points setected independently from the
density g, where

g = 5 F 256,
where fis as above, and fyis normal with parameters

( 179 0 )
(U VA
where I s the covariance matrix.

The kernel for both ty pes of estimators was a zero
mean bivatiate normal density with unit covariance
matsix,

FIGURE 1is o praph of the three error measures
in data set Las a funciion of the shape parameter o of
the Parzen estimators,

FIGURE 2 is g praph of the three error measuices
for data set 1, where we selected & = 100 and varied
the multiplicative parameter «,

FIGURLES 3 and 4 are the anatogous graphs for

ms (3,3, I'=

P AR AR

E)

3.l A

AR,

Lok

% |
40 :
\.
~
by
\
\\ f
30 N |
¥ i
*\‘\ ' ;
\‘ :
It . i
20 Teeeal MPE e T ,
IO L
- %
.\:\-\. ’b‘\l . e
NG e oo
\ e o
10— . PR -
-\*\-. B ———m > T -
O T 1 ) R i
© 3 4 o b _
PIGURE P -Moeasires of bood for the Parzen bxtiator, EVata Secl 3
P
TECHNOMETRICSE), YOL. 19, NO 2, MAY 197/ tood
28()_ j
E




F Ce e mmemm o - s + I L Feeny s e = = e ptoco

el

138 . LEO BREIMAN, WILLIAM MEISEL, AND EDWARD PURCELL

MPE e .

. MAL ‘“‘.M___,.-""—’
; o .
b PVNE T
£ —_ -

0 1 l | T T 1 -

& . ’ 2 .3 4 .5 oL 6 i
4 = FIGURE 2-—=Measures of Error for the Variable Kernel Lstimator, & = 100, Data Set ) : B

o -——er it
» .

T T T—TTR T
—
R

10 —

100 \ :

00—

T
-

70— \

60_' \\

7
”~°
.
oot et i b i o i . A

i N i P sl

/
»

50— ~ e
—
40 — -

= - = B
.. o
30— \'\ / ..‘..m"'"-.‘.
- HAE e

54..5_‘_.._._ ﬂ‘.____,..-o->—}:7’._,.,—- :
20""‘ H

!
!
f,
[
{
4
e et e i AR i,

|0““ '

ot laeki® i

T T T T T T T T T
U425 150 200 250 300 ,350 400 o~

FIGURE VY Measures of Brpor for the Parzen Eaninnitor, Data Set I

TECHNOMETRICS®), VOL. 19, NO. 2, MAY 197/

R GEE N SN MW W us
x
¥
L4
gt
Z\

1 ol R o~ s
]
N

86~

:"’




.
RN A b e e e L

oty

[ Tr

Jrr—

)
.

SN

- i

R i)

[ g e ]

v

e o s ey g Puidiod Loty

VARIABLE KERNAL ESTIMATES OF MULTIVARIATE DEMENIES 13y
50—
40—
30 —
R S
20— -~ —....._‘_.J?&E.._‘—-—-——--“‘“""h"‘ e
10 e PVNE _.__Nd____._w—r”/’
Y ] T T T T ] T
20 30 40 50 60
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Jdata set H, where we have used & = 40 in the variable
kernel graph.

In all coses, we ran the simulations until the niin-
innai values of the three measures of errar were found,
both for the Parzen and variable kernel estinnators,
For the variable Kernel estimators we ran the stnula-
tions for & = 10, 20, 30, 40, 50, and 60 in both data
sets, and for & = 70, 80, 90, 100 in data set 1. Tablc 1
below summitcizes the comparison between the meth-
ods,

To illustrate the resulting fits maore visually, we
plotted 3 dimensional graphs of the best estimates,
Fordataset 1, we used ¢ = .35 for the Parzen estima-
torand & == 60, o == 6 tor the vanable hernel estima-
tor. In data set 2, the choice of an “optinal™ ¢ was
more problematical. We settled on 278 as a reason-
able compromise. For the variable hernel we took A
= 40, a = 5 The results ave shown intigures 8, 6, 7,
and 8 (see end),

Fortunately, the variable hernel results were sur-
prisingly insensitive to the choice of 4. Table 2 below
pives the minimuam vatues of the measures of error for

the different values of A Note that in both examples,
vidues of & over almest the entire range give guite
compmirable error measurements.

As A varies the 6t behaves sligltly difterently for
the two data sets, For the smooth density of the tust
example, the error measures are still decreasing at &
= 100 and we would probably have gottew slightly
better resulis by poing on to larger &, For the second
density the error measures dececase up tok = 40and
then increase at & = S0 and 60, (except for the NPEY.

White the best it for cach value of & ina wide
range has aboui the same error measures, the values
of the multiplier o at which the minimum cirvis
oceur vary comiderably but systematicatly as A in-
creases, We will expiore this turther in Section o,

3 THE GOODNESS-OE-HIT CRUTERION

Since,n practice, the underhyving fix) is notkaowa,
the various civor measures cannot be computed. This
brings us 10 the second question posed in the in-

teodicion: How then do we po about selecting « o
ay and AL (Alihough we surmise that in actuahty we

TABLL b =Comparaon Beiweer Methods

farzon,
Cata Set 1

Variable Kernod,
flata Set !

Pareen,

Cata Set 1l
Variatle herned,
fata Set 11
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finir o Bean
Fercent trror

tiniean Percent of | Minimim Mean
Variance Kot Abselute trror,
Faplained Fervent
19,0 6.2 1.6
10,8 3.6 £.0
17 13,4 PYI
200 0.0 10.%
et e e e X ol

HCHNOMETRICHD, VLY, RO 2, MAY 177

ke Tenbainns 9 6 0 bbbl b |

-

5
A

‘|
"
bl

i
Iy
x

B o Al YR

ol

4
é
B

i M .



TREATRT TR Y e e m e an e e e e L .. . I . o ‘e e —emyr— e Y e & AT Pt ”
%
140 H
1
F
;é
FIGURE 5—Constant kernel fit to UNIT NORMAL q
¢ =35 §
3
need to estimute only the optimal single parameter S = i AL 3
) value N = a,(dy)*/o(dy) in the variable kernel esti- T \Mu Ty
mates.) . . Co, , . i
In [2] a goodness-of-fit criterion for a sct of sam- One question of great interest to us in this study :
3 o . h " 177 - . x
ples to a proposed density f(x) was developed based was whether we could select good- values of ¢ or k
on the fact that if f(x) is the true density, then the and «, ‘scarcbmg for a minunum m S. r,h"" r,““"’*
variables were affirmative (with one exception we will discuss
_ : later). Naturally, diflerent error measures were gener- -
wy = pTERVE Y j= e ally minimized at different values of the parameters, W
where V(r) is the volume of an M-dimensional sphere In Table 3 e hs." for every value of & used, the value :
of radius r, (M) = DMYM/T(M/2 + 1)), have a of a that minimizes each error measure and the value
b ’ * sl Ty PP . ” Iy N .
univarizte distribution that is approximately uvni- of & that minimizes § for that valuc of k.
form. Thus, the test statistic for an estimate /(x) is For the unimodal case the absolute minimum of
based on th'c variables ’ ozcurs at A = 100, @ = 5. At this point we have
. o = penlEV, =1 . .n Mean Percent Error = 12.5 (10.8) E
i 4 ST v 2rcent of Variznce Unexplained :
.- Let wy,, £ -+ - £ W, be the ordered permutation of o= 42 (3.6)
4 the 10, Then the test statistic S is defined as Mean Absolute Error, Percent = 8.8 ( 8.0).
1
E i :
f:
l FIGURE 6—Variable keenel fit to UNIT NORMAL ;
ko= OG A -6 ::
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The figures in parentheses are the minimuis of the
corresponding measures of error over all ranges and
do not occur at a comnmon value of A and a,

In the Bimodal case, the minimum of § accurred in
the onginal runs at & = 60, « = 4, The vaiues at this
point were fanly close to the minimums, i.e,,

Mean Pereent Error = 228 (223)

Percent of Vatiance Unexplained
: =107 { 6.2)
Mean Absolute Error, Percent = 188 (16.5).

For the Parzen Estimator with data set 1, the min-
imizing vadues of o for the three error measuies above
were AQ, 38 and 30 respectively, The minimum

value of $ oceurred at .80, For data set 1, the min-
imums occurred at A00, (175, .225 and the minimum
of § at 375, For Parzen estimators S indicates “op-
timal” values of o considerably higher than the vatues
of ¢ that minimize the PYNE and the MAE. There is
also less consistency between the error measures as to
the location of the respective mininiving a. The o
that minimizes the mean percent error is the highest,
and in the bivariate case, considerably higher than
the other two minimizing values of a. Probubly this
latier fact is due to the behavior of the Parsen esti-
mates at smwall values of f(x).

In both data sets, the S estimate of o pives avalue
of mean pereent error ¢lose to the minimum attain-

Y &dn

PIGLU RE X - baradle hernel it o BIMODA)
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TARLE 2—Minimum values of the measures of error for the differemt values of k.

Data Sat |
ko= 10 20 39 40 50 60 70 80 90 | 100
Minimum Mean
11.4111.3113.9110.8

Percant Lerer 2.9l 12z.et 2.2 10 1.7 H.-‘Sl

Hintmum Percent
of Variance Not
Explained 9.3] 6.8} 6.3} 5.9 5.1| 4.8

4.6] 4.1 4.0] 3.6

Minimum Mean
Atsolute Error,

Percent n.7| .z w7 10.3] 9.7{ 9.3] 9.3} 8.6 8.5| 8.5
Data Set Il
K= 10 20 30 40 50 60

Hinimum Mean Percent

Error 24.5 23.8 23.0 22.6 22.5 22.8

Minimum Percent of

Variance Not

Explained 9.4 7.6 6.8 6.2 6.4 6.5
- Minimum Mean

Absolute Error,

Percent 19.1 17.9 W7 16.5 17.2 16.9

able for the data sct. This is consistently true for the
variable kernel estimates also. For each value of &,
the S minimizing value of &, has a mean parezat ecror
close to the minimum possible for that value of £,

4. MEAN INTERPOINT DISTANCE AND
THE CHOICE OF a

In our various explorations of the variable kerng!
estimates, we made the empirical discovery that for
both data sets, over the range of k investigated.

anldy)’
L O(dk)

where dx and a(d,) are the mean and stendard davia-
tion of the Ath nearest neighbor distances fur the data
set, and oy is the “'optimal” « for that value of k. To
illustrate this, we use as the “optimal™ value of a,,
the average of the first three minimizing values given
in Tablc 3. Tablc 4 gives the valucs of ax(da)/o(dy).

The constant decreases about 40% between the two
data sets. A similar decrease occurs for those values
of o in the Parzen Estimates which minimize the
Mean Absolute Error % and the Percent of Variance
Not Explained. It scems clear that the increase in
optinial kernal shatpiiess ocours in oider 1o deal with
the increased variability in data set §2.

At the beginning of this study, we used distances to
the closest neighbor, next closest neighbor, etc., up to
the Gfth nearest neighbor. The results were dis-
astrous. Examining the errors, they came muainly

= constant

TECHNOMETRICS®©, VOL. 19, NO. 2, MAY 1977
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from a few points that were too close together. We
tried a number of things:
i, Seiccting a lower bound D for the interpoint
distances and using
d";.n = max (D. dj_g) .
in the kernel estimate of d,. 1) wus selected as a
srcentile (usually either the 5th or 10th) of the d),.,
Jo=1, -+, 400,
. Using a weighted average of the first kK nearest
rzighbor distances.
fir. Selecting a multiplicative constant a, and using
ﬂgd_’_g ar (l'_d";.p.
None of these helped very much as long as we kept
working with & small. The averaging in (i) was no
help. Later we made a theoretical computation in

order to find values 0, <, Qg with
.3
o z20, i=1,...k Za,"'l

and such that the variance of
13

Z o, i
1

is a minimum. Assuming that the density was “locally
constant” so that the distribution of points is “jouaiiy
Poisson,” the answzr is

a, =, = o=, -0, = |

This result gave us some insight into the faiture of the
averaeing process.
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TABLE I—Minimizing Values of ay,
DATA SET 1
k = 10 20 30 40 50 &0 70 80 S0 | 160
¥ean Percent
Error 1.4 1.0 0.8 0.7 0.6 }0.5] 0.5 0.4} 0.4] 0.4
- ) —
rarcent of
Viriance
Unexplained 1.8 y1,2 | 1.0 0.8 }10.7 |0.6] 0.5} 0.9} 0.5] 0.4
tiean Absolute (1.5
Error, Percent | or | 1.0 { 0.9 [0.7 (0.7 {0.6] 0.5] 0.5] 0.4 0.4
1.6
s 1.7 {1.2 0.9 {0.8 {0.7 |0.7| 0.6| 0.6] 0.5] 0.5
DATA SET 11

k = 10 20 30 40 50 60
tlean Percent Errer 1.4 0.9 0.7 0.6 0.5 0.4
Percent of Variance

Unexplzined 1.0 0.6 0.5 0.4 0.3 0.3
tean Absclute Error,

Percent 1.0 0.6 0.5 0.4 0.3 0.3

S 11 0.8 |06 0.5 | 0.5 | 0.4

.. L

In (iii) we found that trying to get more smoothing
by increasing «y led to serious underestimates of the
peaks of the densities.

Nothing really hielped until we started exploring
the targer values of & and found that (iii) worked well
when & was targe enough,

In terms of what has been empirically learned in
this study, we tenlatively propose the following
method for calibrating «. variuble kernel density esti-
mate,

Step I. Pick aninitial k equal to some {raction of the
sample size, say 10%, or by plotting d, versus k and

TABLE d—au(d)/ oldy)

tzking a value of k past the knee of the curve (see
figure 9).

Step 2. Do a search for the value of a, that min-
imizes S,

Srep 20 Using the mininizing value compute

()

a(d:.)_.
Step 4. Vary k in both ditections, selecling a, 50 us (o
hold the above ratio constant and seasrch for a & value
that minimizes S.

Note that Step 3 may be dimension dependent.

A=

T | - -
|
k = 10} 20] 30 40} SO} 60§ 70| 80} 90 100
PData Set 1 31,3 [1.3 115V 5115005 1.5 1.5 0.5 1.6
e —— e e o e ~————t - - —— ———mmed o] . e
flata Set 7 L83 .80F .84 .85 .79 —L\—‘;{ - - - -
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APPENDIX D -~ SKETCH MODEL RESEARCH

Integrated Sciences Corporation has developed and researched a
military decision aid called the “Sketch Model" procedure. This procedure
allows a human operator to communicate to a computer his subjective esti-
mate of the form of any functional relationship that is continuous in at
least one dimension, This communication is performed by the operator using

an Input device to electronically "sketch' the function on a computer

graphlcs display,

The Sketch Mode! approach to subjectlve estimation is hypothesized
to have certain advantages over comparable decision aiding techniques, such
as the scalar-value representation of subjective judgments. These advan-
tages include comprchensiveness of eef imation; easce, specd, and accuracy
of estimation and of updating: the abiiity to consider qualitative data;

and the capability of allowing Bayeslian estimation without explicit a priori
data,

A number of these hypothesized advantages have been experimentally
validated by research carried out at 1SC's Sinulation and Display Facllity

(SPDF). This multi-year rescarch program has consisted of four phases:

1. Evaluation of the Ability of Humans to Use the Sketch
Model Technigue to Estlimate a Bivariate Gausstan Density Function

from Sampled Data,

2. Evaluation of the Usefulness of Three Control Devices in

Generating Contours Required for Sketch Models,

3. Evaluation of the Ability of Humans to Use the Sketch
Model Technique to Approximate a Multi-Modal Tactical Fun:ifon

Based on Qualitative and Quantitative Information,

L, Evaluation of the Ability to Use the Sketch Models Pro-
duced by Humans to Drive an Operator Alded Optimization Procedure

for Tactical Daecislon Making.
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The Phase | project had a variety of purpuses but was primarily
aimed at determining the accuracy of humans' attempts to use the Sketch
Model procedure to estimate a Bivariate Gaussian Density Function (BGDF).
A baseline comparison was provided by carrying out a Maximum Likelihood

Estimation (MLE) procedure on the same experimental stimuli (data points
sampled from trial BGDF's).

An experiment was conducted with the following independent variables
incorporated into the design:

Procedure (MLE vs. human operated Sketch Model)
Characteristics of true BGDF (X, y, o, Tys p)

Sample size of data points used by procedure (5, 10, 100)
Subjects (7 UCLA undergraduates)

The primary dependent variable was error from the true parameter value of
the BCDF. The subjects were trained for 40 hours spread over four weeks.
The experimental procedure consisted of presenting a subject with a number
(5, 10, or 100) of data points sampled from thc true BGDF via a graphics
CRT terminal, The subject was then asked to develop his estimate of the
true BGDF via the Sketch Model procedure.

Using the Sketch Model procedure to develop a model of BGDF consis-
ted of two steps. In the first step, the subject used a light pen to elec~
tronically ""draw' on the CRT a family (five) of concentric symmetric ellipses
superimposed on the sampled data points. These ellipses represented the
subject's estimate of a family of iso-probability contours of the true
BGDF. The second step cons}sted of the subject using scalar judgmen: to
estimate the probability represented by each of his drawn contours. He was
provided with a histogram feedback of all five probability values. The

five contours plus the five probability values completed the Sketch Model
estimate of the BGDF,

An adaptation of Green's Thcorem was used to operate on the subjects'
contours to measurc the uathematical moments of the Sketch Model. These
moments were then used to determine the Sketch Model's estimates of para-

meters (X, ¥V, 0y, Oy p) of the BGDF. The MLE procedure was applicd to
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the some sets ol sampled data points shown to the subjects to develop coms

P

peting estimates of the RODE parameters,  The crror histograms were dovel-
oped for each of the tive BGDT parameters for both Sketch Model and HLL
procedares,  These histograms were conpared to investigate which procedure

was superior {as measured by probability of a given size of estimation

error) and, if so, undor what conditions,

et

Visual Inspection and pen-pavometric statistical tests lead to the

T
| !

following concliusions:

il

Em‘u m‘ “ i“‘ - _ _

1) - A

1. With 100 sample points, MLE produced superior estimation

performances over the Sketeh Model approach,

f S0 )

2. With sample sices of 10, the two procedures were Insig-

(I
& sl

nlficantly different with respect to estimation performances.

- % 3. With sample sizes of 5, the Sketch Model procedure was

superior to MLE,

PRI

Bovammd

4, The first three conclusions were true for all five para-

T M A

meters but differed in degree from parameter to parameter, for

example:

N

L ey
F ity

{a)  The Sketoh Model approach was genctally botter at
estimating horizontal and vertical means (X, ¥) because of
the ability of the humans to nonlincarly weight the intluence
of outlicry,

§ ]

Sy

(b)  The MLE approach was dencrally better at estimating
the horizantal and vertical standard deviations (ux, “y)'

(¢) The Sketch Madel procedure was vastly superior at
estimating the correlation coetticiont (p).

i
E
;
L3

e

e

This fivst research project established beyond any doubt that the

Uik
-

Sketeh Model procedure was a viable alternative to any military estimation
requivement, This is particularly so since the tirst experiment was a

stralght forward estimation task without any opportunity for the buman sub-

T e e L
~

Jects to take advantage of qualitative fatormat Toin sowrces. Wherever these
are available, they will likely Tmprove the competitive odge of the Skeich
Model approach with respect to completely automatic technigues,
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The Phase |i research was aimed at cvaluating the relative useful-
ness of three control devices for implementing the Sketch Model procedure,
One way to implement a Sketch Model is for the decision maker to 'draw'
the curve, line, or surface representing his estimate on a computer-driven
graphics display. Various types of control hardware are availahle to per-

form drawing tasks in conjunction with an interactive qraphics display;

~ among them are the light pen, the track ball, and the joy stick., The light

pen Is one of the most commonly used devices, It consists of a hand-heid
fiber-optic tube that can be “pointed" at a light source (e.g., cursor) on
the screen and used to move the cursor to produce a line, The joy stick
and track ba!l are both analog devices, The Joy stick resembles a pilot's
control stick. The track ball consists of a recess-mounted sphere that can
be rotated by the palm of the hand, Both are equipped with potentiometers,
whose outputs are converted to digitized x= and y=values, so that the
cursor on the screen moves in direct proporticn to the movement of the

device.,

The Phase Il project was undertaken to evaluate the light pen,
track ball, and joy stick for types ol drawing tasks representative of
Sketch Model applications. Accordingly, the primary experimental null
hypothesis was that there is no significant difference among devices. The
cxperimental procedure consisted of having the subjects use cach of the
three control devices to draw as perfect a circle and as peirfect an equi-

lateral triangle as possible,

A critertion function combining the relative importance of curved
(circle test) versus straight line (triangle test) performance was devised,
A parametric sensitivity analysis was carried out to investigate the depend-
ency of the superiority of each control device on the relative importance
of curved versus straight lines. 1t was concluded that the track ball
produced superior “drawing' performances for all reasonabie welghts of
straight versus cury.. lines. Thus, the track ball was selected as the

best control devics - implementing the Sketch Model procedure and was

used In all later rescarch,
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In the Phase | research, operators were shown sets of points randomly

sampled from known bivariate Gaussian probability density functions and

asked to sketch (on the display) their estimates of the iso-probability

]

contours of the parent distribution. The study indicated that humans can

produce accurate (i.e., competitive with maximum likelihood estimation)

B i R AON

Sketch Models of well-behaved continuous functions,

i |« e B A A D
| e

: i» : In the real world, however, functional relationships, though they i
may be ‘continuous in at least one dimension,'" are seldom '‘well-behaved,"

§ nor can they always be fully specified analytically. The Phase |Il research

was undertaken to extend the Sketch Model concept in two directions. First,

the Sketch Model was applied to a tactical problem in which the function to

be estimated was not well behaved, The function, instead, was not only

multidimensional; it was also multimodal and unsymmetric, Second, the

usefulness of decisions reached with the aid of Sketch Models was investi-

il
o b Al 10 2 s il R L s mi

gated,

The problem used to study the usefulness of the Sketch Model as a i

decision aid was that of selecting the best flight path for an air strike
. against an island, given (1) known locations and suspected types of enemy DA
g, sensors, and (2) predetermined aircraft fuel allotments and speed versus

fuel consumption characteristics, Enemy sensor performance was modeled in

L. e s A e
)
r bt Bk st e

5 terms of detection rate as a functior of distance from the sensor. A
[ 2
Sketch Model consisted of a set of the iso-detection rate contours of the

composite detection rate surface produced by four sensors at given loca-

Al ]

tions, but whose detection rate versus range capability may be imperfectly

known.

The goodness of a strike path was measured by a utility function

il S L

that reflected a trade-off between minimizing the probability of being

3
i
:
i
3
1
[
H
:
!
i
:

detected along the path and maximizing the fuel remaining at the target.

The primary Tunciions Tor spacifying the best strike path were modeiing

-
vt et

the composite detection rate surface produced by the enemy's sensors and

optimizing the strike path with respect to the model. Four system concepts

were defined, representing different allocations of these two functions:

. _97.-
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(1) modeling (without Sketch Model procedure) and optimization both allo-~
cated to the operator; (2) modeling (via the Sketch Model procedure) and
optimization (aided by the Sketch Model) to the operator; (3) madeling
(via Sketch Model procedure) to the operator and optimization (by a grid-
oriented dynamic programming routine) to the computer; and (L4) both
modeling and optimization to the computer. This last allocation scheme

rovided what amounts to "answers' to the problem set.
p e I

Analyses of variance were performed on strike path utility data to
compare system concepts, The results were weakened by the small number of
subjects (4) available to provide the data. The conclusions evaluating
the tactical usefulness of the decision aid were further weakened due to
the problem set being too easy for the subjects. Within the qualifications
posed by the small number of subjects and easy problem set, the result of
the investigation of Sketch Model usefulness was that strike paths produced
by computerized optimization operating on Sketch Models were significantly

better than sirike paths specified by subjects without the aid of Sketch
Models,

The investigation of the accuracy with which humans could produce
Sketch Models of ‘''messy functions' was not affected by the easiness of the
problem set. Sketch Model error was measured in terms of percent volume
error from the true detection surfaces. Based on an examination of factors

contributing to Sketch Model error, the findings relating to Sketch Model
accuracy are:;

}., Humans can use the present Sketch Model method to develop
accurate models of multimodal, unsymmetric, three-~dimensional

functions.

2, Considerable improvement over present levels of accuracy
can be achieved since the major sources of error can be reduced by

refining the methodology.

3. Humans can use the Sketch Model method to significantly

reduce the effects of uncertain information.,
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Phase 1V rescarch s presently In progeess and will Tovestigate

the ability of automatic optimization or operator alded optindzation pro-

codures to use Shetch Madels within their ceriterion Tunctions. The Phase

1V research will alsa measure the performance foprovement vesulting {row

allawing operators to guide, constrain, and control computer based optinmi-

zation procedures,
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